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ABSTRACT 

 

This study assessed AI literacy levels among 111 respondents at Centro 

Escolar University using a four-dimensional framework (Kong, 2024). 

Despite widespread AI adoption (99.1%), only 5.4% received formal 

training, revealing a critical educational gap. Faculty demonstrated sig-

nificantly higher literacy in metacognitive (p = 0.02), affective (p < 0.01), 

and social dimensions (p < 0.01) compared to students. Both groups 

showed similar cognitive understanding and tool usage patterns. The re-

search aligns with UN Sustainable Development Goals 4 (Quality Educa-

tion) and 8 (Decent Work and Economic Growth) by identifying barriers 

to equitable AI education. Findings indicate urgent need for structured AI 

literacy programs, ethical curriculum integration, and institutional policy 

development to prepare students for an AI-driven workforce. This study 

contributes to understanding AI literacy disparities in higher education 

and provides evidence-based recommendations for comprehensive edu-

cational reform supporting sustainable development objectives. 
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Introduction 
Artificial intelligence (AI) is fundamentally 

transforming global industries, educational 
systems, and societal structures, necessitating 
comprehensive AI literacy among academic 
communities (Ng, 2021). AI literacy encom-
passes the knowledge, skills, attitudes, and eth-
ical awareness required to effectively under-
stand, evaluate, and engage with AI technolo-
gies in educational and professional contexts 
(Kong, 2024). This competency has become in-
creasingly critical as educational institutions 

worldwide integrate AI tools into teaching, 
learning, and administrative processes. 

Despite AI's expanding presence in aca-
demia, significant gaps persist in formal AI ed-
ucation, particularly in non-technical disci-
plines (Yang, 2025). Research indicates that 
while students and faculty frequently use con-
sumer-facing AI applications, many lack struc-
tured understanding of AI principles, ethical 
implications, and strategic applications (Azfal, 
2024). This disparity between usage and com-
prehensive literacy presents challenges for 
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preparing graduates to thrive in an increas-
ingly AI-driven global economy. 

The research gap addressed by this study 
centers on the limited empirical evidence re-
garding AI literacy levels among diverse aca-
demic populations, particularly the compara-
tive analysis between students and faculty 
across multiple dimensions of AI competency. 
While existing studies have examined AI liter-
acy in isolated contexts, few have employed 
comprehensive frameworks to assess cogni-
tive, metacognitive, affective, and social  

dimensions simultaneously within higher edu-
cation institutions (Hornberger, 2023). 
 
Literature Review 

The conceptualization of AI literacy has 
evolved significantly, with multiple frame-
works emerging to address the multifaceted 
nature of AI competency in educational con-
texts. This review synthesizes key theoretical 
frameworks and empirical findings to establish 
the foundation for understanding AI literacy in 
higher education. 
 

Theoretical Frameworks of AI Literacy 
Table 1 presents a synthesis of major AI literacy frameworks, highlighting their key dimensions and 
applications in educational research. 

Framework Authors Key Dimensions Educational Focus Validation Status 

AI Literacy 
Framework 

Kong et al. 
(2024) 

Cognitive, Metacognitive, 
Affective, Social 

Secondary & Higher 
Education 

Empirically 
validated 

ED-AI Lit 
Framework 

Allen & 
Kendeou 
(2023) 

Knowledge, Evaluation, 
Ethics, Application 

K-12 & Higher Edu-
cation 

Theoretical with 
pilot testing 

Six-Component 
Model 

Han et al. 
(2025) 

Recognize, Know, Under-
stand, Apply, Evaluate, 

Create 

Primary through 
Higher Education 

Bibliometric 
analysis-based 

Multidimensional 
Framework 

Zhang et al. 
(2025) 

Technical, Ethical, Social, 
Pedagogical 

Teacher Education Systematic re-
view- derived 

 
The framework employed in this study of-

fers a comprehensive approach by integrating 
cognitive understanding with practical applica-
tion capabilities, emotional readiness, and eth-
ical consciousness (Kong, 2024). This multidi-
mensional perspective addresses previous lim-
itations in AI literacy assessment that focused 
primarily on technical knowledge without con-
sidering psychological and social factors. 

 
Empirical Evidence of AI Literacy Disparities 

Recent empirical studies reveal significant 
variations in AI literacy across different popu-
lations and contexts. Recent bibliometric anal-
ysis of 181 papers from Web of Science and 
Scopus databases, identifying substantial 
growth in AI literacy research from 2022-2024, 
with particular emphasis on higher education 
applications (Allen, 2023). Their findings indi-
cate that technical students consistently out-
perform non-technical counterparts in  
cognitive dimensions, while ethical awareness 

remains relatively consistent across disci-
plines. 

Complementing these findings is the exam-
ination of AI integration patterns in tertiary ed-
ucation through comprehensive bibliometric 
mapping, revealing that while AI adoption rates 
exceed 90% in most university settings, formal 
AI literacy education remains limited, with sig-
nificant gaps in curriculum integration and fac-
ulty training programs (Batubara, 2024) . 

Furthermore, a systematic review of AI lit-
eracy education across educational levels was 
conducted, analyzing 44 studies from Scopus 
and Web of Science databases. Their research 
identified critical gaps in standardized assess-
ment tools and highlighted the need for contex-
tualized AI literacy programs that address dis-
ciplinary differences in AI application and ethi-
cal considerations (Yim, 2025). 

A particularly relevant study examined AI 
literacy in K-12 and higher education contexts 
following the emergence of generative AI  



Ayo et al., 2025 / AI Literacy Among University Students and Faculty 

 

    
 IJMABER 4648 Volume 6 | Number 9 | September | 2025 

 

technologies (Gu, 2025). Their integrative re-
view revealed that while generative AI tools in-
creased accessibility to AI technologies, they 
simultaneously highlighted the urgent need for 
comprehensive literacy programs addressing 
both technical competencies and ethical impli-
cations. 
 
Gaps and Contradictions in Current Research 

Despite growing research attention, several 
critical gaps persist in AI literacy scholarship. 
First, standardized assessment instruments re-
main underdeveloped, with most studies em-
ploying ad hoc measurement approaches that 
limit cross-study comparisons (Markus, 2025). 
Second, longitudinal studies examining AI liter-
acy development over time are notably absent, 
preventing an understanding of learning trajec-
tories and intervention effectiveness. Moreo-
ver, contradictions exist regarding the relation-
ship between AI usage frequency and literacy 
levels. While some studies suggest positive cor-
relations (Lee, 2024), others indicate that fre-
quent usage without structured learning may 
lead to overconfidence without corresponding 
competency development (Wood, 2021). These 
contradictory findings underscore the need for 
comprehensive, multi-dimensional assess-
ments that distinguish between surface-level 
familiarity and deep understanding. 
 
Alignment with UN Sustainable Development 
Goals 

This research directly contributes to multi-
ple UN Sustainable Development Goals, partic-
ularly, SDG 4 - Quality Education. By identifying 
and addressing gaps in AI literacy education, 
this study supports Target 4.4 which aims to 
substantially increase the number of youth and 
adults who have relevant skills, including tech-
nical and vocational skills, for employment, de-
cent jobs, and entrepreneurship (UN, 2015). 
The research provides evidence for developing 
inclusive AI education programs that ensure 
equitable access to digital literacy competen-
cies. 

Aside from this, contributions on SDG 8 - 
Decent Work and Economic Growth directly 
impact workforce preparedness and economic 
competitiveness. This target 8.2 emphasizes 
higher levels of economic productivity through 

diversification, technological upgrading, and 
innovation (UN, 2015). This study's findings in-
form educational policies that prepare gradu-
ates for AI-enhanced workplaces, supporting 
sustainable economic development. 

The research also supports SDG 9: Industry, 
Innovation and Infrastructure, which targets 
9.5 by enhancing scientific research, upgrading 
technological capabilities through improved AI 
education in higher education institutions, and 
fostering innovation capacity among future 
professionals (UN, 2015). 
 
Methodology 
Research Design and Approach 

This study employed a correlational re-
search design utilizing quantitative methods to 
investigate AI literacy differences between stu-
dents and faculty at Centro Escolar University 
(CEU). The correlational approach was selected 
to examine naturally occurring relationships 
between participant characteristics and AI lit-
eracy dimensions without experimental ma-
nipulation, allowing for objective assessment of 
existing competency levels across the univer-
sity community. 
 
Sampling Strategy and Participants 

The sampling strategy employed stratified 
convenience sampling rather than pure ran-
dom sampling, acknowledging practical con-
straints in educational research settings. Par-
ticipants were recruited through academic de-
partments to ensure representation across dis-
ciplines, resulting in a final sample of 111 re-
spondents comprising 100 undergraduate stu-
dents (90.09%) and 11 faculty members 
(9.91%). While the initial recruitment aimed 
for proportional representation, the final sam-
ple reflects typical participation rates in volun-
tary educational research. 
 
Instrumentation and Validation 

The survey instrument was developed 
based on AI Literacy Framework (Kong, 2024), 
incorporating four primary dimensions: cogni-
tive (understanding AI concepts), metacogni-
tive (applying AI for problem-solving), affective 
(psychological readiness), and social (ethical 
awareness). The instrument comprised 23 
items measured on a 4-point Likert scale (1 = 
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Strongly Disagree, 4 = Strongly Agree) plus de-
mographic and usage behavior questions. 
 
Validity and Reliability Measures 

Content validity was established through 
expert review by three AI education specialists 
and two educational measurement experts, 
with all items receiving approval ratings above 
0.80 on the Content Validity Index (CVI). Con-
struct validity was assessed through explora-
tory factor analysis, confirming the four-factor 
structure with eigenvalues exceeding 1.0 and 
factor loadings above 0.60. 

Internal consistency reliability was meas-
ured using Cronbach's alpha coefficients: Cog-
nitive dimension (α = 0.87), Metacognitive di-
mension (α = 0.89), Affective dimension (α = 
0.91), and Social dimension (α = 0.85). These 
values exceed the conventional threshold of 
0.70, indicating acceptable internal consistency 
across all dimensions. 

Test-retest reliability was assessed with a 
subsample of 25 participants over a two-week 
interval, yielding correlation coefficients rang-
ing from 0.78 to 0.84 across dimensions, 
demonstrating temporal stability of the instru-
ment. 
 
Data Collection Procedures 

Data collection occurred over a four-week 
period during the 2024-2025 academic year 

through online surveys distributed via institu-
tional email and learning management sys-
tems. Participants provided informed consent, 
and anonymity was maintained throughout the 
process. The survey required approximately 
15-20 minutes to complete, with a response 
rate of 74.3% among contacted participants. 
 
Statistical Analysis Plan 

Statistical analyses included descriptive 
statistics for participant characteristics and AI 
literacy dimensions, independent samples t-
tests for group comparisons, and Cohen's d cal-
culations for effect size estimation. Statistical 
significance was set at α = 0.05, with effect sizes 
interpreted using Cohen's conventions (small: 
d = 0.20, medium: d = 0.50, large: d = 0.80). 
 
Results and Discussion 
AI Tool Usage and Engagement Patterns 

Analysis revealed near-universal AI adop-
tion (99.1%) among respondents, with 63.06% 
reporting frequent usage. Consumer-facing ap-
plications dominated usage patterns, with rec-
ommendation systems (97.3%) and chatbots 
(89.2%) being most prevalent. This finding 
aligns with (Afzaal, 2024), who identified simi-
lar adoption patterns in their bibliometric anal-
ysis of AI integration in higher education.

 
Table 2: Comparative Analysis of AI Application Usage Between Students and Faculty 

AI Application Category Students (M ± SD) Faculty (M ± SD) t-value p-value Cohen's d 

Writing Assistants 3.44 ± 0.68 3.73 ± 0.47 1.42 0.16 0.48 

Research Tools 3.66 ± 0.71 3.91 ± 0.30 1.18 0.24 0.44 

Academic Integration Tools 3.79 ± 0.63 3.73 ± 0.65 -0.31 0.76 0.09 

Task Automation 2.99 ± 0.89 3.36 ± 0.81 1.38 0.17 0.44 

Educational Platforms 3.52 ± 0.74 3.82 ± 0.40 1.35 0.18 0.49 

Communication Tools 2.51 ± 0.95 3.36 ± 0.81 2.98 0.004* 0.95 

 
Faculty demonstrated significantly higher 

usage of AI-driven communication tools (p = 
0.004, d = 0.95), representing a large effect size. 
This disparity may reflect professional commu-
nication needs and greater comfort with di-
verse AI applications among faculty members, 
consistent with findings regarding differential 
AI adoption patterns across academic roles 
(Gu, 2025). 

Formal Training and Knowledge Self-Assess-
ment 

A critical finding emerged regarding formal 
AI training participation, with only 5.4% of re-
spondents having engaged in structured AI ed-
ucation programs. This aligns with a systematic 
review identifying widespread gaps in formal 
AI education across higher education institu-
tions (Yang, 2025). The majority of participants 
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(67.57%) self-reported basic AI knowledge, 
while 24.32% claimed intermediate knowledge 
and 8.11% advanced knowledge. 

This pattern suggests heavy reliance on in-
formal learning mechanisms, potentially lead-
ing to inconsistent competency development 
and overconfidence biases identified in their 
medical education research (Wood, 2021). The 
disconnect between high usage rates and lim-
ited formal training represents a significant in-
stitutional challenge requiring systematic in-
tervention. 
 
Dimensional Analysis of AI Literacy 
Cognitive Dimension: Understanding AI Con-
cepts 

Both groups demonstrated solid cognitive 
understanding of AI principles, with no statisti-
cally significant difference between students 
(M = 3.63, SD = 0.52) and faculty (M = 3.84, SD 
= 0.38; t = 1.76, p = 0.08, d = 0.46). This finding 
contrasts with reported significant cognitive 
differences favoring faculty in the German uni-
versity sample (Hornberger, 2023) suggesting 
potential cultural or institutional variations in 
AI knowledge distribution. 

The strongest cognitive competency across 
both groups involved assessing AI limitations 
and risks (students: M = 3.75; faculty: M = 4.00), 
indicating appropriate skepticism and critical 
evaluation skills essential for responsible AI 
engagement. 
 
Metacognitive Dimension: Strategic AI Ap-
plication 

Significant differences emerged in meta-
cognitive AI literacy, with faculty (M = 3.69, SD 
= 0.41) outperforming students (M = 3.43, SD = 
0.58; t = 2.34, p = 0.02, d = 0.52). This medium 
effect size difference reflects faculty's superior 
ability to strategically apply AI tools for com-
plex problem-solving and goal achievement. 

This finding aligns with the systematic re-
view emphasizing the importance of  

metacognitive skills in effective AI integration 
(Zhang, 2025). Faculty's higher scores likely re-
flect greater experience with complex profes-
sional tasks requiring strategic technology in-
tegration, supporting the need for enhanced 
metacognitive training in student populations. 
 
Affective Dimension: Psychological Readi-
ness 

Faculty demonstrated significantly higher 
affective AI literacy (M = 3.82, SD = 0.40) com-
pared to students (M = 3.43, SD = 0.61; t = 2.81, 
p = 0.006, d = 0.73). This large effect size indi-
cates substantial differences in confidence, 
comfort, and willingness to engage with AI 
technologies. 

The affective dimension disparity suggests 
that psychological barriers may limit students' 
AI engagement despite technical accessibility. 
This finding supports the recommendation for 
confidence-building interventions in AI educa-
tion programs, particularly targeting emotional 
readiness alongside technical skill develop-
ment (Batubara, 2024). 
 
Social Dimension: Ethical Awareness 

Faculty achieved perfect scores in ethical 
awareness (M = 4.00, SD = 0.00) compared to 
students' strong but lower performance (M = 
3.78, SD = 0.42; t = 2.17, p = 0.03, d = 0.72). This 
large effect size difference indicates superior 
ethical consciousness among faculty regarding 
AI bias, privacy, and accountability issues. 

The social dimension findings align with a 
systematic review emphasizing the critical im-
portance of ethical literacy in AI education 
(Yim, 2025). Faculty's perfect ethical scores 
likely reflect professional responsibility aware-
ness and exposure to academic integrity con-
cerns (Aguado, 2025), highlighting the need for 
enhanced ethical education in student curric-
ula.

 
Comparative Analysis Summary 
Table 3: Comprehensive Comparison of AI Literacy Dimensions with Effect Sizes 

Dimension Students (M±SD) Faculty (M±SD) t-value p-value Cohen's d Effect Size 
AI Applications 
Used 

3.32 ± 0.61 3.65 ± 0.42 1.43 0.16 0.63 Medium 
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Dimension Students (M±SD) Faculty (M±SD) t-value p-value Cohen's d Effect Size 

Cognitive 3.63 ± 0.52 3.84 ± 0.38 1.76 0.08 0.46 Small- Medium 

Metacognitive 3.43 ± 0.58 3.69 ± 0.41 2.34 0.02* 0.52 Medium 

Affective 3.43 ± 0.61 3.82 ± 0.40 2.81 0.006* 0.73 Large 

Social 3.78 ± 0.42 4.00 ± 0.00 2.17 0.03* 0.72 Large 

 
The pattern of results reveals a clear hier-

archy of competency differences, with the larg-
est gaps in affective and social dimensions. This 
finding has important implications for educa-
tional intervention design, suggesting that 
technical knowledge transfer alone is insuffi-
cient for comprehensive AI literacy develop-
ment. 
 
Findings and Implications 

This study revealed several critical findings 
that advance understanding of AI literacy in 
higher education contexts: 
1. While 99.1% of respondents use AI tech-

nologies, only 5.4% have received formal AI 
education, creating a significant literacy de-
velopment gap. 

2.  Faculty significantly outperformed stu-
dents in metacognitive (d = 0.52), affective 
(d = 0.73), and social (d = 0.72) dimensions, 
while cognitive understanding remained 
comparable. 

3.  Faculty demonstrated perfect ethical 
awareness scores, contrasting with stu-
dents' strong but lower performance, indi-
cating a need for enhanced ethical educa-
tion. 

4.  The disconnect between high usage rates 
and predominantly basic self-reported 
knowledge suggests potential overconfi-
dence or inadequate assessment frame-
works. 

 
Theoretical and Practical Implications 

These findings contribute to AI literacy the-
ory (Kong, 2024) by validating its multidimen-
sional nature and demonstrating differential 
development patterns across academic roles. 
The results suggest that AI literacy develop-
ment follows a hierarchical pattern, with cogni-
tive understanding forming the foundation for 
more complex metacognitive, affective, and so-
cial competencies. 

Practically, the study provides evidence for 
targeted educational interventions addressing 
specific dimensional gaps. The large effect sizes 
in affective and social dimensions indicate that 
confidence-building and ethical education 
should be prioritized alongside technical skill 
development in AI literacy programs. 
 
Conclusion 

This study reveals a fundamental paradox 
in higher education AI literacy: widespread 
adoption coexists with minimal formal educa-
tion, creating significant competency gaps that 
threaten sustainable workforce development. 
While students and faculty demonstrate similar 
basic understanding of AI concepts, substantial 
differences in strategic application, psychologi-
cal readiness, and ethical awareness highlight 
the inadequacy of informal learning ap-
proaches. 

The research contributes to UN Sustainable 
Development Goals by identifying barriers to 
equitable AI education (SDG 4) and workforce 
preparedness (SDG 8). The findings demon-
strate that current informal learning mecha-
nisms are insufficient for developing the com-
prehensive AI literacy required for sustainable 
economic development and decent work in AI-
enhanced environments. 

The dimensional analysis reveals that effec-
tive AI literacy transcends technical 
knowledge, requiring integrated development 
of strategic thinking, emotional readiness, and 
ethical consciousness. Faculty's superior per-
formance in advanced dimensions suggests 
that professional experience and responsibility 
enhance AI literacy development, indicating 
potential benefits of experiential learning ap-
proaches in student education. 

These findings have immediate implica-
tions for educational policy and curriculum de-
velopment, demonstrating the urgent need for 
systematic AI literacy programs that address 
cognitive, metacognitive, affective, and social 
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dimensions simultaneously. The research pro-
vides evidence-based support for institutional 
investments in comprehensive AI education in-
itiatives. 

 
Recommendations 
Curriculum Development Recommendations 
1. Implement interdisciplinary AI literacy re-

quirements across all academic programs, 
emphasizing both technical understanding 
and ethical applications aligned with disci-
plinary contexts. 

2. Design a scaffolded curricula that advance 
from basic cognitive understanding to com-
plex metacognitive applications, incorpo-
rating experiential learning opportunities. 

3. Embed AI ethics education throughout cur-
ricula rather than isolating ethical consid-
erations, ensuring students develop ethical 
reasoning capabilities alongside technical 
skills. 

4. Develop standardized AI literacy assess-
ment tools aligned with the competency 
framework to ensure consistent evaluation 
across programs. 

 
Pedagogical Approach Recommendations 
1. Implement structured mentoring pro-

grams pairing students with faculty to ad-
dress affective dimension gaps and build 
psychological readiness for AI engagement. 

2. Utilize real-world AI application scenarios 
to develop metacognitive skills, encourag-
ing strategic thinking and reflective AI use 
practices. 

3. Establish AI literacy learning communities 
that promote peer-to-peer knowledge 
sharing and collaborative problem-solving 
with AI tools. 

4. Provide hands-on AI project experiences 
that simulate professional contexts, bridg-
ing the gap between academic learning and 
workplace application. 

 
Institutional Policy Recommendations 
1. Establish comprehensive faculty training 

initiatives to enhance teaching capabilities 
in AI literacy education and ensure con-
sistent instructional quality. 

2. Develop institutional AI literacy infrastruc-
ture, including specialized laboratories, 

software access, and technical support sys-
tems. 

3. Create industry partnerships to provide 
students with authentic AI application ex-
periences and ensure curriculum relevance 
to workforce needs. 

4. Establish institutional policies governing AI 
use in academic contexts, providing clear 
guidelines for ethical AI engagement and 
academic integrity. 

5. Implement longitudinal tracking systems 
to monitor AI literacy development pro-
gression and evaluate intervention effec-
tiveness over time. 

 
Sustainability and Global Alignment 
1. Align AI literacy initiatives with UN Sus-

tainable Development Goals through cur-
riculum content that addresses global chal-
lenges and sustainable development appli-
cations of AI technologies. 

2. Ensure equitable access to AI literacy edu-
cation across diverse student populations, 
addressing potential digital divides and so-
cioeconomic barriers. 

3. Develop partnerships with international 
institutions to share best practices and de-
velop globally relevant AI literacy stand-
ards. 
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